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Task in general

 3 Europe PubMed Central - https://europepmc.org

https://europepmc.org


Task in general

 4 Europe PubMed Central - https://europepmc.org

https://europepmc.org


Existent methods

• TF-IDF 

• TextRank* (PageRank)

* - R. Mihalcea and P. Tarau, TextRank: Bringing Order into Texts, 2004.



Existent methods: TextRank

W. Liu et. al., A genetic algorithm enabled ensemble for unsupervised medical term 
extraction from clinical letters, 2015. 6



 7 * Poster at MCCMB’17

Intermediate result: Information Gain method



• Meaningful keyphrases extraction using Kullback-
Leibler divergence-based method 

• We called it Information Gain method:

Intermediate result: Information Gain method
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https://github.com/akarazeev/informationgain

https://github.com/akarazeev/informationgain


Before tokens removing
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After tokens removing
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After tokens removing

 10

Existent  methods



After tokens removing
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Existent  methodsProposed method 
(A)



After tokens removing
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Existent  methodsProposed method 
(A)

Proposed method 
(B)



Proposed method (A)

Closed KL divergence formula* amino_acid

amino~acid

ngram-token

tilda-token

* - https://en.wikipedia.org/wiki/Kullback–Leibler_divergence

https://en.wikipedia.org/wiki/Kullback%E2%80%93Leibler_divergence


Proposed method (B)

amino_acid

ngram-token

acid

amino

Variational KL divergence formula*

* - J. R. Hershey and P. A. Olsen, Approximating the Kullback Leibler 
Divergence Between Gaussian Mixture Models, 2007. 12



Random text
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Random text
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* stopwords like [‘to’, ‘a’, ‘of’, ‘the’, …] are removed



Random text
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Random text: before
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Random text: after
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Further improvements

• Finish description of the method 

• Complete module for Python-language 

• [next semester] Automatic classification of 
extracted medical terms
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https://github.com/seomoz/word2gauss

